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Abstract. Teacher evaluation systems are limited in their ability to provide numerical ratings, often failing
to analyze qualitative feedback to provide teachers with valuable insights to enhance performance. This
paper conducts a thematic literature review of teacher evaluation systems and tools in articles in Google
Scholar, IEEE, and Proquest databases between 2014 and 2024 to determine the most appropriate sentiment
analysis (SA) and topic modeling (TM) algorithms for analyzing student feedback. The review of 48 articles
found that a lexicon-based SA approach, specifically VADER with a customized Filipino lexicon, offers a
robust and practical solution for sentiment detection in a multilingual context. For TM, Latent Dirichlet
Allocation (LDA) with human intervention is the recommended approach, providing a balance between
thematic granularity and computational feasibility. The efficacy and efficiency of both algorithms are found
to improve by increasing the size of a domain-specific corpus of words. Based on these findings, the paper
proposes the design of TeachAIRs. This teacher recommender system includes word cloud visualizations,
sentiment scores per topic, and, most critically, actionable insights derived from the integrated analysis. The
development of this system is highly recommended to provide teachers with valuable and constructive real-
time feedback, ultimately enhancing teaching practices and improving student learning outcomes.

Keywords: Recommender systems; Sentiment analysis; Student feedback; Teacher evaluation; Topic
modeling

1.0 Introduction

The conduct of student-teacher evaluations is a cornerstone of efforts to improve educational quality. However,
most current evaluation tools primarily rely on Likert-based questions. While these provide valuable quantitative
scores, they often fall short in offering actionable insights into the specific teaching aspects that are successful or
in need of improvement. Consequently, even when students provide qualitative comments, these traditional tools
cannot typically synthesize this rich feedback into a clear and actionable format that truly informs and enhances
a teacher's practice. Fostering continuous improvement requires a more systematic evaluation tool that
incorporates comprehensive feedback mechanisms and a novel evaluative approach. Such a tool should not only
measure performance but also uncover new information critical for professional growth. (C. M. Kim & Kwak,
2022; Looney, 2011; Papay, 2012; Rafiq et al., 2022). To ensure fair and reliable assessment, it is critical that these
systems can effectively analyze qualitative comments, providing teachers with valuable, constructive feedback
and insights. (Ferndndez & Martinez, 2022; Nasim et al., 2017; Rajput et al., 2016).

The application of machine learning (ML) offers a powerful solution to this analytical gap, enabling a deeper
processing of the vast volumes of student feedback. This domain remains relatively under-researched within
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teacher evaluations. (Das et al., 2022; Pramod et al., 2022). One crucial ML application is Sentiment Analysis (SA),
a subfield of Natural Language Processing (NLP). SA techniques process and categorize student feedback into
positive, negative, or neutral sentiments, offering a deeper understanding of student needs, preferences, and
emotions. Recent studies from 2019 to 2024 have increasingly demonstrated the effectiveness of SA in the
educational arena. (Bhowmik, Mohd Noor, et al., 2023; Mamidted & Maulana, 2023; Pefia-Torres, 2024; Zeng et
al., 2023). This thematic review will examine three key approaches to SA: conventional machine learning, lexicon-
based, and hybrid methods, each with its strengths in classifying sentiment. (Malebary & Abulfaraj, 2024)

However, a comprehensive understanding of teaching effectiveness requires more than a simple
positive/negative sentiment. To gain a detailed insight into how to enhance the teaching and learning experience,
researchers and educators recommend evaluation tools that can capture the various dimensions of teaching
effectiveness. This need for a method to systematically uncover the specific themes within qualitative feedback
makes Topic Modeling (TM) a highly appropriate and robust solution. As a subfield of machine learning, TM is
broadly categorized into four approaches: probabilistic (e.g., Latent Dirichlet Allocation: LDA), fuzzy, algebraic
(e.g., Non-negative Matrix Factorization: NMF, Latent Semantic Analysis: LSA), and neural (e.g., BERT-based
methods). While the literature on teacher evaluation predominantly focuses on probabilistic topic modeling, a
recent and crucial study by Hayat et al. (2024) provides a valuable comparative analysis of several of these
techniques, including BERT, LDA, LSA, and NMF. Timely research from 2019 to 2024 reinforces TM’s capacity to
cluster comments effectively. (Bhowmik, Mohd Noor, et al., 2023; Mamidted & Maulana, 2023; Tian et al., 2022),
providing teachers with direct insights into what worked well and what did not.

The combined insights derived from sentiment analysis and topic modeling underscore the critical need for
actionable recommendations to foster continuous learning enhancements. This understanding naturally leads to
the growing potential of Artificial Intelligence (Al) recommender systems. For feedback to be most useful, it must
be immediate and allow for reflection, a change of practice, and adaptation to new strategies while there is still
time to meet students' learning needs. Thus, a recommender system is an appropriate tool for providing
immediate, formative feedback that can impact teachers and students alike. While most recommender systems
have traditionally been student-focused, recent advancements in Al applications for education have shown their
capability to suggest areas for improvement to teachers. (Seo et al., 2021), uncover student learning behavior
patterns to aid curriculum redesign (Hashim et al., 2022) Moreover, reveal trends in classroom dynamics and
instructional effectiveness. (Wang, 2025). With these premises highlighting the current limitations of traditional
evaluations and the proven capabilities of advanced NLP and Al techniques, this paper performs a thematic
literature review of teacher evaluation systems. It aims to determine the most appropriate SA and TM algorithms
for analyzing student feedback in teacher evaluations, ultimately informing the design and development of an
innovative teacher Al recommender system aimed at improving teacher performance.

2.0 Methodology

2.1 Research Design

This thematic literature review synthesized insights from 48 carefully selected academic papers to gain a more in-
depth understanding of the existing knowledge on SA and TM applied in analyzing student textual feedback in
teacher evaluation. This study employed a thematic literature review. This approach was chosen to systematically
explore and summarize key findings of the selected papers rather than providing a comprehensive summary of
the literature. (Creswell & David Creswell, 2018) And to find patterns and themes that are of great relevance to
the development of future research context (Bhana, 2014). Unlike highly structured systematic reviews or meta-
analyses, which are primarily designed to answer precise, often quantitative research questions and evaluate the
efficacy of interventions, this study's objective was to synthesize diverse insights and approaches from the
literature to inform the design of a novel teacher recommender system. A thematic review provided the necessary
flexibility to identify recurring concepts, methodologies, findings, and recommendations across various studies
related to teacher evaluation, sentiment analysis, and topic modeling. This qualitative and interpretive synthesis
was crucial for establishing a robust conceptual framework and identifying the specific algorithms and
components suitable for a teacher recommender system's development, which would not have been adequately
served by the more restrictive scope of other review methodologies.

2.2 Data Gathering Procedure
A comprehensive and systematic search strategy was developed to identify pertinent academic papers, aligning
with principles of transparent literature review. The primary databases consulted included Google Scholar, IEEE,
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and ProQuest, chosen for their extensive coverage of computer science, education, and interdisciplinary research.
The literature search specifically targeted articles published between 2014 and 2024 to ensure the inclusion of
contemporary research and technological advancements in the rapidly evolving fields of Al and education. Initial
search strings used were any of the following or a combination of two or more terms: teacher evaluation, student
feedback, sentiment analysis, and topic modeling. For instance, common search combinations included “teacher
evaluation and sentiment analysis and student feedback” or “topic modeling and teacher evaluation and student
feedback”. Following the initial searches, a total of 405 articles were identified across these databases. Duplicates
identified across databases were systematically discarded, resulting in 299 unique articles.

2.3 Screening and Selection Criteria

To ensure the relevance and quality of the reviewed literature, a two-stage screening process was applied based
on specific inclusion and exclusion criteria —the process aimed to enhance the transparency and reproducibility
of the review.

Title and Abstract Screening

Initially, the 299 unique articles were screened based on their titles and abstracts. Articles were included for full
text review if they appeared to discuss teacher evaluation systems employing sentiment analysis and/or topic
modeling on student feedback, and articles that provide insights into the implementation of recommender systems
for enhancements in educational settings. Empirical studies that utilized qualitative or textual student feedback
employing sentiment analysis and/or topic modeling were included. Titles and/or abstracts that employed
literature reviews and analyzed non-English student feedback were discarded. This stage resulted in 155 articles
selected for review.

Full-Text Review and Final Inclusion

The 155 articles underwent a thorough full-text review if the article was published in English and considered
English comments, published in 2014 - 2024 in journals and conference papers with a Digital Object Identifier
(DOI). Books, book chapters, dissertations, theses, and informal reports were excluded from this study. Purely
theoretical papers, literature reviews, and comparisons of algorithms without empirical data were excluded.
Papers that do not mention or utilize specific sentiment analysis or topic modeling algorithms were also discarded.
Ultimately, 48 articles met all inclusion criteria and were included in this thematic literature review. This
structured approach, while not a full PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) literature review, adopted its core principles of explicit search strategy, defined selection criteria, and
quantitative reporting to ensure the rigor and transparency of the literature selection process.

2.4 Ethical Considerations

As this study is a literature review, it involves the analysis of publicly available scholarly works. Therefore, direct
interaction with human participants and the collection of primary data were not conducted. Ethical considerations
primarily revolve around academic integrity and proper attribution. All sources consulted are duly cited and
referenced.

3.0 Results and Discussion

3.1 Sentiment Analysis

As established in the introduction, this thematic literature review is organized around three primary
methodological approaches to sentiment analysis: machine learning, lexicon-based, and hybrid methods. The
following sections provide a detailed summary and discussion of key studies within each category, particularly
those from 2019-2023, to determine their applicability in a teacher recommender system.

Machine Learning Approaches

The review of machine learning algorithms for sentiment analysis reveals a diverse landscape of methods, from
conventional models to deep learning architectures—these data-driven approaches train models to classify
sentiment based on patterns learned from labeled datasets. Table 1 summarizes various studies in teacher
evaluation feedback, employing both conventional and deep learning approaches. For clarity, the following
standard acronyms are used: SVM, NB, RF: Random Forest; DT: Decision Trees; J48 DT: J48 Decision Tree; MNB:
Multinomial Naive Bayes; ME: Maximum Entropy; KNN: K-Nearest Neighbors; LR: Logistic Regression; ABSA:
Aspect-Based Sentiment Analysis; CNB: Complement Naive Bayes; PART: Partial Decision Trees; LSTM: Long
Short-Term Memory; CNN: Convolutional Neural Network; GRU: Gated Recurrent Unit; RoBERT: Robustly
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optimized BERT; DL-RNN: Deep Learning Recurrent Neural Network; ANN: Artificial Neural Network; SGD:
Stochastic Gradient Descent; and MLP: Multilayer Perceptron.

Table 1. Summary of Studies Employing Machine Learning Approaches for Sentiment Analysis in Teacher Evaluation Feedback

Author

ML Approaches

Findings

Recommendations

Conventional/Traditional Machine Learning Approaches

Dake & Gyimah
(2023)

Nawaz et al.
(2022)

Abiodun Ayeni et
al. (2020).

Omran et al.
(2020)

Al Bashaireh et
al. (2019).
Lalata et al.
(2019).

Sivakumar &
Reddy (2018).
Kumar & Jain
(2016).
Borromeo &

Toyama (2015)

Altrabsheh et al.
(2014)

SVM, J48, DT, NB, RF

SVM, MNB, RF,

SVM

MNB, ME, SVM

SVM, NB, KNN, DT

NB, LR, DT, SVM, RF,
ensemble (combination of
the 5 ML algorithms)
ABSA tested in NB, CNB,
Weka PART (Partial
Decision Trees)

NB

Manual SA and
Automatic SA API (based
on NB);

NB, CNB, ME, SVM-Linear,
SVM-Radial basis, SVM-
polynomial.

Deep Learning Machine Learning Approaches

Lin et al. (2024)

Koufakou (2024)

Ahmed et al.
(2023)

Bhowmik et al.
(2023)

Edalati et al.
(2022)

Onan (2020)

Katragadda, S. et
al. (2020)
Rakhmanov, O.
(2020).

Sutoyo et al.
(2021).

Ali Kandhro et al.
(2019).

Kandhro et al.
(2019).
Moreno-Marcos,
P. M. et al. (2018)

BERT, NN
NB. SVM, CNN, LSTM,
BERT, RoBERT, XLNet

LSTM, MNB, RF
LSTM,\ CNN, GRU
RF, SVM, DT, 1D-CNN,
BERT

NB, SVM, LR, KNN, RF,
Ensemble, DL-RNN
NB, SVM, ANN

RF, ANN

CNN

MNB, SGD, SVM, RF,
Multilayer Perception
LSTM

LR, SVM, DT, RF, NB,

Dictionaries of words,
SentiWordNet

SVM classification algorithms have the highest
accurate detection of 92%

SVM vyielded the best predictive accuracy of
50% macro-average across classes

The system development and implementation
were successful.

MNB performs best with an accuracy, recall,
precision, and F1-score of 85%, 85%, 86%, and
87%, respectively.

SVM achieved the best accuracy of 92%.

The ensemble approach achieved the highest
accuracy, 90.32%, and predictive accuracy,
93.80%.

PART achieved 100% recall and F-measure for
positive comment detection, and 99.4% recall
and 99.7% F-score for negative comments.

NB achieved a maximum accuracy of 89.7% for
unigrams in root forms.

Results of the automatic method were 64.59%
similar to the results of the manual procedure
(the manual process was assumed to be
correct).

When the neutral class is considered, SVM
linear and CNB achieved 95% and 85.89%
accuracy, respectively.

The tool's accuracy was 95.53% for positive
comments, 88.93% for negative comments, and
43.33% for neutral comments, respectively.
RoBERT achieved the highest polarity
accuracy of 95.5%, then BERT and XLNet
follow at 83%

LSTM achieved a 95.75% F1 score over MNB
and RF.

LSTM achieves the highest F1 score of 86%

RF achieved the highest F1 score of 99.43% in
aspect sentiment classification.

DL-RNN achieved the highest accuracy of
98.29%

ANN hits 88.2% far
classification accuracy.
ANN accuracy for the 3-class and 5-class
datasets was 97% and 92%, respectively.
“CNN achieved accuracy, precision, recall,
and Fl-score of 87.95%, 87%, 78%, and 81%,
respectively.”

MNB and MLP achieved the 87% classification
accuracy.

LSTM achieved 98% and 98.5% precision and
recall, respectively.

RF performed best between AUC values of
0.71 and 0.85 and with kappa values between
0.38 and 0.61.

from NB, SVM

Improve accuracy by considering a
large amount of data

Increase training data, and apply
rigorous annotation of training
data.

Expand the dataset; keep numbers
and punctuations.

Test on a larger corpus

Increase the dataset's data and add
a grammar and spell checker.
Implement multi-label sentiment
analysis.

Improve preprocessing.

Use advanced ML techniques on a
dataset  with  domain-specific
knowledge.

Increase the number of contributors
to increase the accuracy of the
sentiment analysis.

Use CNB for uneven training
classes.

Fine-tune the approach with a
larger dataset.

Explore the use of additional pre-
trained models like EQuBERT.

Improve accuracy on a large
training ~ dataset to  avoid
overfitting.
Delve deeper for contextual
nuances.

Use text generation techniques to
balance the dataset.

N/A

Test for various student profiles,
age, and socioeconomic status.
Test for bigrams and trigrams.

Test the model with a larger dataset
to increase sentiment accuracy.

Work shall be extended to
implement multilingual feedback.
Extend to multilingual sentiment
analysis.

Train the model on a broader
variety of messages.
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Conventional ML models, such as SVM, NB, and RF, are widely adopted due to their interpretability and relatively
low computational cost. Studies by Dake & Gyimah (2023) and Al Bashaireh et al. (2019) Highlight SVM's high
accuracy, often reaching or exceeding 92%. Similarly, Omran et al. (2020) Found that MNB performed best for
their dataset. A key finding from Lalata et al. (2019) Is that an ensemble approach, combining multiple traditional
ML algorithms, can achieve even higher accuracy (90.32%), suggesting that a single model may not always be
sufficient. The primary limitation of these methods, as noted by several authors (e.g., Nawaz et al. (2022); Abiodun
Ayeni et al. (2020)There is their dependence on large, rigorously annotated training datasets to improve accuracy
and generalizability.

DL methods, a subfield or an advanced approach within the broader domain of machine learning, including
LSTM, CNN, and BERT, have demonstrated a clear advantage in handling the complexity and nuances of natural
language. Ahmed et al. (2023) and Bhowmik, Nur, et al. (2023) Showed that LSTM models consistently achieved
high F1 scores (95.75% and 86%, respectively), outperforming traditional ML models like MNB and RF on the
same datasets. The ability of DL models to capture contextual information is a significant strength, addressing the
"contextual nuances" that traditional methods may miss. (Bhowmik, Nur, et al., 2023). Onan (2020) achieved an
impressive 98.29% accuracy with a DL-RNN model, illustrating the potential of these advanced techniques with
BERT models (Koufakou, 2024; Lin et al., 2025).The trade-off, however, is the increased computational resources
required and the need for even larger datasets to prevent overfitting, a point emphasized by Ahmed et al. (2023)
and Sutoyo et al. (2021). While deep learning methods offer a powerful way to analyze the complexities of
language, their computational demands and reliance on large datasets can be a significant limitation. An
alternative approach is the use of lexicon-based methods, which rely on pre-existing word dictionaries rather than
trained models.

Lexicon-Based Approach

Unlike machine learning methods that require labeled training data, lexicon-based approaches classify text by
relying on pre-existing dictionaries of words annotated with sentiment scores. These methods are valued for their
simplicity, interpretability, and the fact that they do not necessitate extensive, domain-specific training data. Table
2 details various research efforts, highlighting the specific lexicons used, their key findings, and the
recommendations made by the authors to enhance their performance within the context of teacher evaluation. The
review focuses on popular lexicons such as VADER (Valence Aware Dictionary and sEntiment Reasoner), AFINN,
Bing, NRC Emotion Lexicon, and MPQA (Multi-Perspective Question Answering), examining their effectiveness
in capturing the nuanced sentiments expressed in student comments.

Lexical methods, such as VADER and SentiWordNet, rely on pre-defined dictionaries of words and their
associated sentiment scores. This approach is straightforward, transparent, and does not require a training dataset.
Faizi (2023) and Neumann & Linzmayer (2021) Showed that VADER can produce results very close to human
annotation, with Faizi (2023) Demonstrating an improvement from 77.65% to 86.45% accuracy by integrating a
domain-specific lexicon. The major drawback of this method is its limited ability to handle complex grammatical
structures, irony, or sarcasm. As highlighted by H. Kim & Qin (2023)VADER’s performance for a diverse dataset
was only a moderate F1 micro-average of 57%. Its effectiveness is highly dependent on the quality and domain-
specificity of the lexicon, leading to a common recommendation to develop "language-specific education-related
dictionaries." (Fargues et al., 2023).

While individual machine learning and lexicon-based methods have their respective merits, a growing body of
research has explored hybrid approaches to overcome their limitations. These models combine the strengths of
two or more techniques, such as integrating machine learning algorithms with sentiment lexicons or deep learning
models with aspect-based analysis.
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Table 2. Summary of Studies Employing Lexical-Based Approaches for Sentiment Analysis in Teacher Evaluation Feedback

Author Lexicon-Based Approach Findings Recommendation

Faizi, R. (2023) VADER, VADER + Integration of the education lexicon with N/A
education sentiment VADER improved the sentiment accuracy
lexicon from 77.65% to 86.45%.

Fargues et al. (2023). VADER lexicon, Implementation facilitates an automated Generate language-specific
customized emotion student feedback analyzer (no accuracy education-related dictionaries.
dictionary mentioned)

H. Kim & Qin (2023) VADER VADER is pretty good at analyzing Improve VADER's performance

students’ sentiments with an F1 micro- for a larger dataset.
average of 57% and an F1 macro 55%.
Neumann, M. & VADER VADER produces sentiment scores very Fine-tune the VADER lexicon

Linzmayer, R. (2021)
Tzacheva & Easwaran

(2021).
Wook et al. (2020)

Praveenkumar et al.
(2020).

Kaur et al. (2020).

Aung & Myo (2017)

Rajput et al. (2016).

NRC Emotion lexicon

VADER

Syuzhet, Bing, AFINN,
NRC

Dictionaries of words,

SentiWordNet,
LR, SVM, DT, RF, NB

AFINN, lexicon-based

sentiment word database

(manual annotation &
dictionary-based)
Modified MPQA
sentiment dictionary

close to human annotators with a mean
absolute difference of 0.95.

The trust emotion has increased from 2015
to 2020

With analysis on capitalization and emojis,
the teacher’s performance was better
analyzed alongside quantitative results.

All  approaches calculated positive
sentiments, and trust is the most highly
mentioned word.

Using AUC (Area Under Curve), and
kappa, dictionaries of words achieved a
0.78 and 0.54, higher degree of agreement,
than SentiWordNet on the posts with both
types of datasets.

There is a variation in the average polarity
scores for AFINN and the proposed
lexicon database.

Modified subjectivity sentiment scores are
comparable with the Likert-based score.

with larger populations.
Apply NRC to diverse groups.

Add more words to the lexicon
to enhance the classification
accuracy with a spell and
grammar checker.

Include content and delivery to
be added for evaluation of
teaching, increasing the dataset.
Increase the number of raters to
a broader range of messages.

N/A

Use a modified subjectivity
corpus in the academic domain
to achieve better results.

Hybrid Approaches

The fusion of ML and lexicon-based approaches allows for a more nuanced and accurate understanding of
sentiment, particularly in complex or domain-specific texts like teacher evaluation feedback. Table 3 presents a
summary of studies that have successfully employed hybrid approaches, detailing the specific combinations of
methods, their superior performance metrics, and the recommendations for further enhancing these integrated

systems.
Table 3. Summary of Studies Employing Hybrid Approaches for Sentiment Analysis in Teacher Evaluation Feedback
Author Hybrid Approach Findings Recommendation
Melba Proposed hybrid approach: The proposed approach achieved an Aspects to be investigated using
Rosalind & Customized Sentiment lexicon with enhanced accuracy of 80.67% compared to  linguistic methods.
Suguna (2022)  seeded LDA and ME existing models.
Qu & Zhang ABSA & AFINN dictionary Other data analysis can be conducted with ~ Gather more data from students
(2020) the aspect sentiment scores. to develop a domain-specific
lexicon.
Kaur et al. NB, SVM, NRC NB achieved a higher F score of 75% Expand to different subjects for a
(2020) compared to SVM’s 70%. NRC revealed larger dataset.
positive feedback.
Sindhu et al. Online sentiment analyzer, SVM, ABSA LSTM achieved 93%, the highest Expand the model to Roman
(2019). NB, SVM Linear, Lexicon + NB, accuracy in sentiment detection. Urdu and other natural language
ABSA-LSTM comments.
Nasim et al. RF and Lexicon (modified MPQA); RF with MPQA trained with TF-IDF Analyze feedback at the aspect
(2017) SVM and Lexicon (modified achieved 93.4% accuracy and 92.6% F- level of teachers’ performance.

MPQA) trained with various
learning algorithms

Borromeo &
Toyama (2015)

Manual SA; Automatic SA API
(based on NB);
Crowdsourcing (paid vs. Volunteer)

measure compared to the SVM model
training.

Compared to manual SA, pay-based
crowdsourcing SA achieved a 76.32%
similarity index compared to the automatic
SA’s similarity of 64.59%.

Increase the number  of
contributors to increase the
accuracy of the sentiment
analysis.
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The review of hybrid models presents a compelling argument for combining the strengths of different
methodologies. These models, which integrate ML algorithms with lexical dictionaries or other linguistic features,
consistently demonstrate superior performance. Nasim et al. (2017) Found that combining Random Forest with a
modified MPQA lexicon yielded a high accuracy of 93.4%, outperforming a purely ML-based model. Similarly,
Sindhu et al. (2019) Achieved the highest accuracy of 93% with an ABSA-LSTM model, which combines aspect-
based sentiment analysis with a deep learning architecture. This fusion leverages the structured, rule-based nature
of lexicons for a foundational sentiment score while allowing the ML or DL component to learn from the data and
capture more complex patterns.

While hybrid and deep learning models demonstrate superior performance in controlled environments, the
computational limitations and extensive data requirements they entail present a significant barrier to practical
implementation. Therefore, for designing a robust recommender system with a focus on ease of implementation
and resource efficiency, a lexicon-based approach, especially when enhanced with a domain-specific lexicon, is
the most judicious choice. This method offers a strong balance between performance and practicality, providing
nuanced and reliable sentiment analysis without the high computational cost. This literature analysis concludes
that a lexicon-based approach is the most practical choice for sentiment analysis. However, a truly robust
recommender system requires more than just sentiment scores; it needs to identify the specific areas of praise or
criticism. Therefore, to complement sentiment analysis and provide actionable data for teachers, the subsequent
section will delve into the utility of topic modeling for uncovering the key themes within student feedback.

3.2 Topic Modeling

TM is a key solution in educational contexts primarily due to its ability to efficiently analyze large volumes of
unstructured textual data and extract meaningful insights (Hujala et al., 2020; Karunya et al., 2020; Sun & Yan,
2023). This thematic review of topic modeling literature examines various algorithms applied to student
evaluations, providing the foundation for a data-driven recommender system. Table 4 summarizes the key
findings from studies that have successfully used topic modeling to extract themes from student feedback.

The reviewed literature highlights the increasing application of topic modeling techniques to student feedback,
with a primary focus on probabilistic and neural methods. Studies predominantly utilize Latent Dirichlet
Allocation (LDA) to classify comments into thematic topics. For instance, Nawaz et al. (2022) found that LDA
successfully identified salient features robust to noise, while Karunya et al. (2020) demonstrated that it can uncover
significant information not captured by traditional Likert-scale feedback. However, a recurring recommendation
across these studies is to apply LDA to larger datasets to improve its efficiency and performance (Nawaz et al.,
2022; Sun & Yan, 2023). Clarizia et al. (2018) also suggest enhancing LDA by introducing annotated lexicons or
filtering suggestions, pointing to the need for a more refined approach. While LDA is a popular choice, a crucial
comparative study by Hayat et al. (2024) Reveals the emergence of more powerful techniques. Moving beyond
the individual studies, a clear synthesis of the findings indicates that the BERT-based approach and NMF were
more effective at identifying fine-grained, detailed topics than LDA and LSA. For a recommender system, this is
a significant finding, as granular topics (e.g., "internet connection issues" vs. a general "technology" topic) are
essential for providing actionable, specific recommendations to teachers.

Table 4. Summary of Studies Employing Topic Modeling Approaches in Teacher Evaluation Feedback

Author Technique Findings Recommendations
Neural Topic Modeling
Hayat et al. (2024) BERT, LDA, LSA, NMF BERT-based approach identified more Apply BERT to a larger dataset
fine-grained topics than LDA, LSA, and to confirm its effectiveness.
NMF.
Kandhro et al. (2023). LDA, LSA LDA outperforms LSA for aspects Explore the wuse of more
extraction. powerful models like BERT to

capture aspect information.
Probabilistic Topic Modeling Approaches

Gencoglu et al. (2023). Unsupervised LDA LDA identified topics not detected by Apply LDA to alarger, different
humans. cultural dataset to improve and
accommodate multilingual
feedback.
Ishmael et al. (2023). Unsupervised LDA LDA correctly categorized 92% of the Scale the model to larger

sentiments on topics of assessment datasets.
delivery and language used.
Kandhro et al. (2023). LDA, LSA LDA outperforms LSA for aspects Explore the wuse of more
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Sun & Yan (2023).

Melba Rosalind & Suguna

(2022)

Nawaz et al. (2022).

Hujala et al. (2020).

Karunya et al. (2020)

Unankard & Nadee (2020).

Pyasi et al. (2019)

Clarizia et al. (2018).

Unsupervised LDA

Unsupervised LDA;
Supervised
customized
lexicon; ME
Unsupervised LDA

LDA;
sentiment

Unsupervised LDA

Unsupervised LDA

Unsupervised LDA

Semi-supervised LDA
(manual labeling of topics
generated by the LDA
algorithm)

Unsupervised LDA

extraction.

The number of topics, 8, achieved a
coherence score of 0.593.

Customized sentiment lexicon with
supervised LDA method and ME achieved
an enhanced accuracy of 80.67%.

Manual interpretation is needed to
produce human-understandable issues
and detect salient topics.

Combining LDA, thematic analysis, and
multilevel regression analysis increases
speed and depth of analysis.

LDA identified unique and significant
information not captured by Likert-scale
feedback

Comments were classified into different
topics.

LDA provided multiple and more relevant
topics for comments.

LDA revealed topics that were more
complex to students.

powerful models like BERT to
capture aspect information.
Extend the use of LDA in larger
datasets with longer phrases
and more words.

Use supervised LDA
unsupervised LDA.

over

Increase LDA efficiency by
testing a large dataset.

method to
multilingual

Apply a
accommodate
massive feedback.

Integrate LDA into a broader
automated system.

Evaluate the performance of the
analysis of more student course
feedback.

Explore methods to solve the
grammatical ~ structure  of
comments.

Introduce an annotated lexicon
with the LDA approach.

3.3 Synthesis and Recommendations for a Recommender System

The thematic review reveals a clear trajectory in the application of topic modeling to student feedback. While
traditional probabilistic methods like LDA are effective and robust, they often require manual interpretation and
may lack the granularity needed for a sophisticated recommender system. In contrast, newer neural and algebraic
methods, particularly the BERT-based approach and NMF, show great promise. Their ability to uncover more
fine-grained and detailed topics, as demonstrated by Hayat et al. (2024) It is a critical advantage.

However, a crucial consideration for a practical recommender system is the trade-off between model performance
and computational cost, especially in a multilingual context. Deep learning approaches in both sentiment analysis
and topic modeling, while achieving the highest accuracy, often demand significant computational resources and
longer processing times. (Andrewson et al., 2023; Nawaz et al., 2022; P. M. Moreno-Marcos et al., 2018; Ren et al.,
2023). For a system designed to provide immediate, actionable insights to teachers, the development and
deployment of these complex models may not be a practical or cost-effective solution due to the persistent need
for human interpretation validation and the nuances of the qualitative feedback. (Gencoglu et al., 2023; Sindhu et
al., 2019; Sun & Yan, 2023; Unankard & Nadee, 2020).

Given these practical constraints, a more balanced and feasible approach is recommended. This review
recommends a two-pronged strategy for the design of the teacher recommender system: (a) For Sentiment
Analysis: A lexical-based approach is highly suitable for its easy deployment mechanisms, cost-effectiveness, and
less data training requirement (Gunasekaran, 2023; Nandakumar et al., 2022; Ren et al., 2023) . The use of an
approach like VADER combined with a customized, domain-specific lexicon (such as a Filipino lexicon) offers a
robust balance of high accuracy, interpretability, and computational efficiency. (Hixson, 2019). This hybrid
method leverages the strengths of rule-based systems while adapting to the unique linguistic nuances. (Nasim et
al.,, 2017; Qu & Zhang, 2020; Sunar & Khalid, 2024), (b) For Topic Modeling: A refined probabilistic model like
LDA or a semi-supervised variant is the most pragmatic choice. This approach provides a balance between
thematic granularity (Ishmael et al., 2023; Nawaz et al., 2022; Pyasi et al., 2018; Sun & Yan, 2023) and computational
feasibility (Gottipati et al., 2018; Hujala et al., 2020; Karunya et al., 2020), making it a viable option for an immedjiate
and deployable system.

This recommendation acknowledges that while cutting-edge models represent the future, the most appropriate
choice for an immediate, deployable system is one that balances high performance with practical considerations

of computational cost and development complexity. This choice would ensure that the system can generate timely,
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actionable, and data-driven recommendations, directly addressing the need for continuous improvement in
teacher performance.

4.0 Conclusion

Based on the review, the SA lexicon-based approach with the VADER lexicon is more appropriate for sentiment
analysis to determine the polarity of comments. A domain-specific corpus of words, manually labelled, can be
added to the VADER lexicon, thus increasing the accuracy and polarity detection of the system. Since students
use different languages or even their dialects to express their feelings and provide feedback to their teacher, the
VADER lexicon is the appropriate technique for sentiment analysis. For the topic modeling approach, the LDA
approach with human intervention is widely used in topic modeling to identify topics students comment on in
teacher evaluations (Nawaz et al., 2022; Pyasi et al., 2018). With the language nuances that are present in the
Filipino language, human intervention is an everyday activity for both VADER and LDA. With these results, the
development of TeachAIRs, a teacher’s recommender system, is highly recommended.

The practical implications of such a system extend beyond individual teachers to impact broader institutional
policies. For school administrators, TeachAIRs can serve as a powerful tool for strategic decision-making. By
aggregating the topic modeling and sentiment analysis data across departments in higher education,
administrators can identify institution-wide trends in teaching effectiveness. This data could inform professional
development programs, allocate resources more effectively, and highlight areas where curriculum or pedagogical
support is most needed (Nandakumar et al., 2022; Ren et al., 2023; Sunar & Khalid, 2024; Zayed Alatwah, 2022).
For policy frameworks, the system provides a data-driven basis for a more equitable and effective teacher
evaluation process, moving beyond subjective ratings to evidence-based insights that can be used to set clear,
objective standards for teaching excellence and inform ongoing quality assurance initiatives (Rakhmanov, 2020;
Zeng et al., 2023).

With this holistic and rigorous approach to understanding students” comments in teacher evaluation, the
Students' voices are heard through their comments that will drive the teachers to take data-driven actions. Thus,
not only will the proposed recommender system enhance teachers’ performance, but it will also significantly
improve student outcomes and experiences. Future research could address the current gap in the literature by
exploring the use of less-common topic modeling approaches, such as fuzzy or neural methods, on teacher
evaluation data. Investigating whether these techniques can uncover different thematic structures or offer greater
precision in a multilingual context would be a valuable contribution to the field.
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